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Background



 collusion Measuring the Incentive to 

Collude: The Vitamins Cartels, 1990–99

 explicit

 less explicit price-leadership



Edgeworth Cycles (1): Theory

Maskin & Tirole (1988 Econometrica)“A Theory of Dynamic Oligopoly, II: Price Competition, 
Kinked Demand Curves, and Edgeworth Cycles”



Edgeworth Cycles (2): Empirics

Byrne & de Roos (2019 AER)“Learning to Coordinate: A Study in Retail Gasoline”



Who Cares?

 Consumers, politicians, & government agencies

 Price-fixing

1.

Canada

2.

Norway

3.

Australia



Are Cycles Pro- or Anti-competitive?

 Mixed evidence 

 Positive USA

Canada Australia

 Negative USA

USA Canada

 Potential reason 1

 Potential reason 2 Measurement/detection = THIS PAPER



Why We Need Good Detection Methods

 Scalability

 Reliability

 Replicability

 “recent advances in machine learning”

 solve pattern-recognition problems that actually matter



Road Map

① Theory

② Four existing methods

③ Six new methods

④ Data & manual classification

⑤ Results (“horse race” + markups)



Co-authors in Switzerland

S I M O N  S C H E I D E GGE R T I M O T H Y  H O L T  



Theory



Theory & Measurement of Edgeworth Cycles

1. Cyclicality

2. Asymmetry

3. Stochasticity

4. Strategicness

1. We propose methods 

2. Existing papers 

3. do not 

•

•

4. do not 

 As long as price grid is fine

 must be

 is



Four Existing Methods
1. Positive Runs vs. Negative Runs

2. Mean Increase vs. Mean Decrease

3. Negative Median Change

4. Many Big Price Increases



Method 1: Positive Runs vs. Negative Runs

✓ Focus on asymmetry



Method 2: Mean Increase vs. Mean Decrease

✓ Also focus on asymmetry



Method 3: Negative Median Change

✓ Yet another way to measure asymmetry



Method 4: Many Big Price Increases

✓ Captures not only asymmetry but both amplitude & frequency of cycles!



Four Existing Methods: Summary



 asymmetry cyclicality



Six New Methods
Fourier transform

Lomb-Scargle periodogram

Cubic splines

Long Short-Term Memory (LSTM)

Ensemble in random forests

Ensemble in LSTM



Method 5: Fourier Transform



Method 5: Fourier Transform (cont.)

✓ Suitable for regular cycles with deterministic frequency



Method 6: Lomb-Scargle Periodogram



Method 6: Lomb-Scargle Periodogram (cont.)

✓ Like FT (Method 5), good for regular, deterministic cycles



Method 7: Cubic Splines

✓ More flexible than spectral methods 5–6; good for irregular, stochastic cycles



Method 8: Long Short-Term Memory



 speech

handwriting language polyphonic music

 nonparametric models for time-series data



Method 8: LSTM is a recursive dynamic model whose 
behavior centers on (pairs of) two state variables:



Method 8: LSTM (cont.)

 Number of weight parameters (ω) = 2,165

 The most flexible of all stand-alone methods 1–8



Method 9: Ensemble in Random Forests

✓ Flexible aggregator that gets more information out of Methods 1–7



Method 9: Ensemble in Random Forests (cont.)



Method 10: Ensemble in LSTM

✓ Super-flexible aggregator that gets more out of Methods 1–8



Summary of 10 Methods

1. Positive Runs vs. Negative Runs (PRNR)

2. Mean Increase vs. Mean Decrease (MIMD)

3. Negative Median Change (NMC)

4. Many Big Price Increases (MBPI)

5. Fourier Transform (FT)

6. Lomb-Scargle Periodogram (LS)

7. Cubic Splines (CS)

8. Long Short-Term Memory (LSTM)

9. Ensemble in Random Forests (E-RF)

10. Ensemble in LSTM (E-LSTM)



Optimization of Parameter Values: Maximize Accuracy



Data & Manual Classification
Training humans before training machines



Summary Statistics



Manual Classification



260 hours



210 hours



480 hours



Wage = US$13.50/hour

 Total labor cost = US$12,825



Examples (1): WA
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Examples (2): NSW
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Examples (3): Germany
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Results



Accuracy Comparison 
in WA (= easy)

Most methods 

90%

Methods 8–10 

99%

Method 7 
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I. Western Australia

1. PRNR

2. MIMD

3. NMC

4. MBPI

5. FT

6. LS

7. CS

8. LSTM

9. E-RF

10. E-LSTM



Accuracy Comparison 
in NSW (= medium)

Most methods 

80%

Methods 8–10 

85%–90%

Methods 3 & 7 
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II. New South Wales

1. PRNR

2. MIMD

3. NMC

4. MBPI

5. FT

6. LS

7. CS

8. LSTM

9. E-RF

10. E-LSTM



Accuracy Comparison 
in Germany (= hard)

Most methods 

Method 10 80%

Methods 8–9

Method 7 

Method 4 
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III. Germany

1. PRNR

2. MIMD

3. NMC

4. MBPI

5. FT

6. LS

7. CS

8. LSTM

9. E-RF

10. E-LSTM



Obvious Question 1:
Why Do Existing Methods (1–4) Work So Well in Australia…?



Obvious Question 1: 
…But Totally Fail in Germany?



Obvious Question 2: 
How Much (Manually Labeled) Data Do We Need?

 1–7 & 9 surprisingly well with only 0.1% of the data 25, 10, 

& 36 observations

 8 & 10 more data eventually outperform 

 “critical” data size several hundred 

observations tens of RA hours a few hundred US dollars Economical!



Markups & Cycles (1): WA



Markups & Cycles (2): NSW



Markups & Cycles (3): Germany



Obvious Question 3: Why 
Margins at Cycling (i, t) > Margins at Non-Cycling (i, t) 

in Australia...?



Obvious Question 3: …And Why 
Margins at Cycling (i, t) < Margins at Non-Cycling (i, t) 

in Germany?



Obvious Question 4: 
But, How Can “Cycles” Be Less Volatile Than “Non-Cycles”?

C Y C L I N G N O N - C Y C L I N G

Hint: Human RAs recognize multi-day up-downs as “cycles” & daily zig-zags as noise.



Obvious Question 5: 
Why Did Existing Methods Find Corr(margin,cycle) > 0?

Hint: Their threshold conditions tend to pick up high-volatility (≈ high-mean) cases.



Obvious Question 6: 
Human RAs Focus on “Cyclicality” But Not “Asymmetry.”
Maybe “Asymmetric Cycles” Do Feature Higher Margins?

Answer: No.



Conclusion



 difficulty of cycle detection 

Existing methods 

Distinguish between “asymmetry” & “cyclicality”

 Nonparametric/machine-learning methods

at reasonable labor cost



Conclusion (cont.)



relationship between gas stations’ profit margins & the existence of cycles 

depend on their choice of “operational definitions” 

 “facts” inform subsequent policy interventions

(seemingly innocuous) methodological considerations 



Recommendation for Researchers/Practitioners

1. Manually label 100 observations for cyclicality.

2. Calibrate/optimize Method 4 (MBPI) for detecting cycles.

3. If needed, use Methods 5 (FT) or 6 (LS) for clearly defining cycles.

4. If these methods do not work, additionally label 200–400 observations and try Methods 7 (CS), 9 (E-

RF), 8 (LSTM), & 10 (E-LSTM) in the increasing order of complexity/accuracy.

5. After automating cycle-detection, classify cycling observations by asymmetry: (a) Edgeworth, (b) 

inverse-Edgeworth, & (c) symmetry.

6. Compare prices & markups between subsamples (defined in the above).
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